Future Fluidics Analysis and an AI Surrogate Model for Manufacturing

— Can Super Simulation Enable Real-Time Wind-Structure Coupling Analysis? —

Hiroshi MATSUOKA*

1. INTRODUCTION

More than 120 of the world’s countries, including Japan, have declared their intentions to “achieve carbon neutrality by 2050.” Under these circumstances, large expectations are placed on expanded utilization of wind energy, and the construction of large-scale wind farms has proceeded. However, as the plant size and investment increase, requirements for prevention of accidents and outages and improvement of operating performance become more demanding. For this reason, “multiscale and multi-physics numerical analysis,” in other words, “super simulation,” which is performed to achieve greater accuracy in structural safety design and performance estimation, is necessary in the design stage. In the operation stage, it is also necessary to conduct system control so as to minimize fatigue damage accumulation on a continuous basis in order to ensure stable operation over the long term, and ideally, it will be necessary to consider conducting super simulations in real time. For this reason, demand for higher speed in numerical calculations in fluidics analysis is extremely strong.

In fluidics analysis, the method of numerically solving differential equations such as the Navier-Stokes equations has long been the orthodox approach. However, some fundamentally different idea seems to be needed in order to drastically increase computation speed.

As one possible solution, this paper introduces a “lattice gas method-AI surrogate model.” This approach uses a “virtual particle model of a fluid analysis method called the ‘lattice gas method’” as a substitute (surrogate model) for a “differential equation” that derives the fluid behavior. Fuzzy estimation becomes possible through the particle image in this model. In addition, a learning algorithm for measurement data can be obtained by making the model compatible with the computational structure of the neural network.

The development of this model is still in progress, and a simulation technique for verifying its effectiveness and method for comparison with experimental results have not been completed at this stage. Therefore, this paper mainly organizes the thinking that led to this concept, albeit in somewhat prosaic terms.

2. EXPANSION OF WIND ENERGY UTILIZATION AND FLUID ANALYSIS IN THE FUTURE

2.1 Need for High-Resolution Prediction in Fluidics for Wind Energy

A number of large-scale projects related to the use of various forms of renewable energy are underway with the aim of achieving carbon neutrality. Particularly for wind energy, huge wind farms are being built in rapid succession, and projects such as the development of wind-assisted operating ships (e.g., Wind Challenger 1) and ocean energy harvesting vessels (e.g., Wind Hunter 1) have been started with the aim of providing next-generation systems.

In such projects, the selection of a suitable construction site or operation site where the system can safely demonstrate high performance becomes increasingly important as the plant scale and investment become larger. Therefore, a preliminary evaluation using a numerical simulation with the highest possible accuracy is required. However, from the viewpoint of general theory, in order to predict the behavior of a fluid passing around a structure with high accuracy, it is necessary to resolve the images of all the fluid vortexes of various sizes that occur around the structure. Unless the image of a vortex that actually exists at a certain time can be resolved, the prediction of the behavior of the fluid around that point at that time will be erroneous. Therefore, “lattice points,” where the flow velocity is to be calculated, should preferably be arranged at intervals as fine as the diameter of the smallest vortex. If the size of the smallest vortex is much smaller relative to the size of the structure, the number of lattice points arranged around the structure will be enormous. As will be described in section 3.1, in the case of a wind farm, the range of the length scale from the “size of the smallest vortex to be resolved” to the “size of the whole structure” would
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extend to several digits or more. Therefore, “multiscale fluid analysis” at a very high resolution is required.

2.2 Difficulty of Multiscale Fluid Analysis

With dimensional analysis in fluid dynamics, it is known that “generally, the value of the ratio between the ‘size (representative length) of a structure’ and the ‘diameter of the smallest vortex’ must be proportional to the 3/4th power of the Reynolds number” (Note: Reynolds number = representative flow velocity × representative length / coefficient of kinematic viscosity). The value of this ratio also serves as an indication of the number of lattice points to be arranged in the one-dimensional direction in cases where the resolution must extend to the smallest vortex. Therefore, when the behavior of a fluid is to be accurately predicted, the number of lattice points to be arranged will steeply increase in proportion to the product of the number of lattice points in the three-dimensional direction, and if the Reynolds number exceeds a certain size, it will be impossible to complete the numerical calculation within a practically acceptable time. In other words, as the Reynolds number becomes larger, it becomes more difficult to perform a multiscale fluid analysis in terms of calculation time.

2.3 High-Resolution Prediction Using Present Numerical Fluid Dynamics

This section lays out the general theory for achieving a high-resolution simulation in fluidics analysis for manufacturing from the author’s point of view.

As a result of the remarkable improvement in supercomputer performance, it has now become possible to complete the necessary time evolution calculation within a practical time, even for a lattice point arrangement with very high resolution. Having said that, there is always a highest number of lattice points at which the calculation can be completed within an acceptable time. First, therefore, when attempting a high-resolution simulation, the number of lattice points to be arranged should be as close to that number as possible. In fluid analysis on an experimental or prototyping scale, the Reynolds number is not particularly large, so resolution to a level that includes the smallest vortex might be possible with the fineness of that lattice point arrangement. In this case, the extra work of considering the fluid state of further details between the lattice points is unnecessary. In other words, a direct numerical simulation (DNS) for the fluid which does not require this work would be achievable, and it would be possible to obtain an accurate simulation result. In full-scale fluid analyses, however, the Reynolds number would be excessively large. Therefore, it is still difficult to perform a simulated calculation which is capable of resolving the image of the smallest vortex only with DNS, even with the most recent supercomputers. For this reason, the turbulence model approach is adopted, in which “interpolating estimation is performed by setting a certain assumption (model)” for any part finer than the interval between lattice points, after finding the physical quantities such as the flow velocity at each lattice point. Sufficient accuracy can be secured with this approach in some cases, although this depends on the purpose of the simulation. However, this model assumption lacks physical generality in many cases, and the resulting uncertainty may have an unacceptable effect on the simulation results.

3. SETTING A DREAM TARGET AND ATTEMPTING BACK-CASTING THINKING

3.1 Ideal Resolution Is a Width of 5 to 6 Digits per Dimension

Around the end of last year, The Denki (ENERGY & ELECTRICY) Shimbun newspaper published an article entitled “On November 24, 2021, Siemens Gamesa Renewable Energy in Spain was awarded a contract for 69 windmills for Finland’s largest onshore wind farm.” According to that article, the windmill rotor diameter is approximately 170 m and the tower height is approximately 150 m. In this section, it is assumed that the resolution required for an aerodynamic calculation at each region of the windmill blade is estimated to be approximately 5 mm, which is larger than the actual smallest vortex (Kolmogorov scale). This is the result of considering factors such as the fact that the smallest scale of practical turbulence is assumed to be approximately five times the Kolmogorov scale, and it is an assumption in a direction which makes the achievement of the target resolution easier. However, even in this case, the difference in the “length scale” in comparison with the blade length is a four-digit number.

As an additional problem, in a wind farm, the wake flow of a windmill is affected by the presence of a downstream windmill and the overlap with the wake flow of that windmill, resulting in a complex wake flow that also reaches windmills located further downstream. For highly accurate prediction of power generation, it is necessary to analyze the state of such wake flows for the entire wind farm, in addition to the wind prediction that considers the topography of the wind farm site. Therefore, the sparse and dense arrangement of lattice points must be adjusted while considering the size of the fluid vortices in the respective
parts of a vast spatial region extending from several km to 10 km in the horizontal direction and 500 m or more in the vertical direction. This means it is necessary to arrange a huge number of lattice points in the entire wind farm, particularly if a high-resolution lattice point arrangement with an interval of 5 mm near the rotors of all the windmills is required. In the horizontal direction, the number would be 5 km ÷ 5 mm = 10^6. However, since a lattice point arrangement with super high resolution of approximately 5 mm intervals is not required for all lengths, arrangement of 10^5-6 lattice points per dimension would give an indication of the “dream target.”

This guideline is also surprisingly reasonable in other fields of fluidics analysis. For example, in a study of the air resistance of a running automobile, Tsubokura published findings indicating that if a numerical analysis (LES) in which the resolution near the boundary where the automobile comes into contact with the atmosphere is fined down to the order of 0.1 mm, the behavior can be predicted with an error of 1 to 2% from the value obtained in a wind-tunnel experiment using a full-scale automobile model 4. Similarly, in an investigation of the total resistance coefficient of a ship, Nishikawa found that a numerical analysis (DNS) of the state of a tank test of a towed model ship (approx. 5.5 m) at a resolution of approximately 0.05 mm with an arrangement of approximately 32 billion lattice points could predict the behavior of the ship with accuracy within 1%, which is the measurement error of the tank test 5.

Therefore, in quantitative terms, “realizing high-resolution multiscale analysis in which 10^5-6 lattice points per dimension are arranged” is considered to be an ambitious target in future fluidics analysis for manufacturing.

3.2 Requirements of Multi-Physics Hampering Target Achievement

In any of the three cases of a “wind farm,” a “wind-assisted operating ship,” and an “ocean energy harvesting vessel” mentioned in section 2.1, the fluid (atmosphere or seawater) interacts with an elastically deformable structure (e.g., windmill blade, ship sail). Particularly in wind farms, windmills are placed in an extremely complex wake flow, as described above, but in the analysis of the windmill structure, a strength analysis accompanying elastic deformation and a fatigue analysis for achieving stable operation over a long service life should be conducted as accurately as possible. In the cases of a “wind-assisted operating ship” and an “ocean energy harvesting vessel,” a gas phase (atmosphere) and a liquid phase (seawater) coexist in the fluid, while the structure tends to rock dynamically on the boundary between those two phases. To evaluate the soundness of the structure under a condition of continuing complex motion of this type, multi-physics coupled analysis is essential. In this type of analysis, different physical equations for the fluid and the structure are continually coupled in order to perform the calculation, and in this coupled analysis, the multi-physics calculation is incorporated into the time evolution calculation, while also maintaining the high-resolution arrangement required for the multiscale analysis. Since a substantial increase in calculation time is normally unavoidable under these constraints, achievement of the numerical target in the multiscale fluid analysis mentioned in section 3.1 becomes an even more challenging goal.

3.3 Real World Requirements Hampering Target Achievement

In the natural environment of the real world, unexpected sudden changes, exemplified by changes in wind conditions, are a frequent occurrence. Therefore, in the operation stage, it is important to prevent any anomaly resulting from a sudden change in wind conditions from developing into an accident, and to extend the life of the system by preventing excessive accumulation of fatigue damage even in such cases. For that purpose, feedback control which is capable of responding promptly to sudden changes in the external environment is necessary. Conducting this control with high accuracy requires a technology for “real-time data assimilation (real-time measurement fusion simulation)” that enables prompt reflection of on-site measurement information in simulations. Under normal circumstances, the time required for the data assimilation calculation will unavoidably lead to an increase in calculation time, depending on the selection of the method for reflecting the simulated calculation results in feedback control.

3.4 Dream of High-Speed Super Simulation

From the viewpoint of the technologies that constitute a supercomputer, the numerical target of multiscale fluid analysis described in section 3.1 is a task of achieving massively parallel super-fast data transmission between super-large memories. While this task is in itself very difficult, achieving this target while simultaneously satisfying the “requirements of multi-physics” described in section 3.2 and the “real-world requirements” described in section 3.3 would seem to be an “impossible dream.”

In a “super simulation” which combines multiscale fluid analysis with a coupled analysis of the interactions of the fluid and the structure, the orthodox approach is currently the method of proceeding with a time evolution calculation by calculating the behavior of the fluidic part by using a finite difference solution such as the Navier-Stokes equation and the structural part by
using the finite element method, and constantly exchanging information on the state quantities of the two. Since approaches of this type have in fact produced meaningful results (9), it can be said that this as an extremely reasonable approach from the viewpoint of solidifying the foundations of the technology.

However, this paper pursues the dream of achieving “super simulation” in real time, and discusses the issue by back-casting thinking based on the multiscale numerical target described in section 3.1. The purpose of this effort is to discover the possibility of realizing this dream, even if only slightly. From this point of view, the first step is to explore a method for drastically reducing the burden on the computer when it performs a high-resolution multiscale analysis.

[Panoramic Perspective] Method for Converging from the Virtual World to Reality

The approaches for computer simulations used in “fluidics analysis for manufacturing” can be roughly summarized as follows.

In general, many phenomena in the real world interact with each other and also fluctuate on an extensive spatial and temporal scale. Therefore, when attempting to reproduce real behavior faithfully by a numerical simulation, a complex and elaborate simulation model that has both a “multi-physics nature” for coupling a larger number of physical phenomena and a “multiscale nature” for capturing fluctuations in a larger spatial and temporal range will be needed.

As one example, the author was formerly a member of a project team for developing a supercomputer called the “Earth Simulator (first-generation).” and at that time, one argument exemplifying the above-mentioned point can be summarized as follows: “One of the important phenomena in prediction of global warming is ‘general circulation of seawater on a global scale (oceanic general circulation).’ In a simulation of this behavior, a physical model that simulates the circulation of only seawater by solving an approximation equation based on the laws of physics serves as the core. However, in order to approach the real-world phenomena more closely, it is necessary to evolve the model into one which is coupled with ‘atmospheric general circulation’ so as to consider the driving force due to air on the sea surface and the changes in the sea surface height due to factors such as precipitation and evaporation. Moreover, if that model can be coupled with a model which is capable of estimating factors such as the ‘downward seawater flow due to icebergs’ and the ‘impact of changes in air composition due to the ecosystem on the atmosphere and seawater through greenhouse effect,’ it would be possible to simulate the real world more faithfully.”

This kind of approach, which is based on “numerical solution of approximation equation and elaboration of the model,” has long been the prime orthodox approach in numerical simulations (cf. Fig. 1). However, as the elaboration becomes more advanced, the complexity of the model calculation also increases, making it impossible to complete the computation within a practical time. In contrast to this, the second approach is to “start from a more fundamental equation.” For example, one such method is an attempt to simulate a phenomenon of fluidic scale by using molecular dynamics. Because the real world which is the focus of interest in this case is molecular groups at least of the order of Avogadro numbers \((10^{24})\), if calculations are accumulated from the molecular size world, the extent of the multiscale digits would exceed 8 digits per dimension. Even with today’s rapidly-advancing high-performance computers, the operation speed and storage capacity are still far short of the performance needed to complete this calculation within a practical time.

![Fig. 1 Multiscale and multi-physics](image)
Under these circumstances, the third approach (cf. Fig. 2) is to “derive phenomena of the real world by imagining a virtual world with a scale one step finer than the spatial and temporal scales of the phenomenon to be analyzed, setting a simple rule that governs the temporal development of that world, solving this rule at high speed using a computer, and then averaging the behaviors of the obtained virtual world within an appropriate range of space and time.” Such an approach of “converging from the virtual world to reality” is capable of substantially shortening computational time and is clearly advantageous from the viewpoint of real-time simulation. Specific techniques of this type include the lattice gas method and the lattice Boltzmann method.

These approaches are characterized by the fact that the behavior of a continuous fluid is simulated by the “collective behavior of virtual particles of sub-macro scale.” Here, “sub-macro scale” means a scale one step finer than the temporal-spatial scale to be analyzed. This “sub-macro scale” is not intended to faithfully simulate the real world, and in fact, even when the real fluid is viewed at the sub-macro scale, it is still a “continuum,” and nothing resembling a “particle” is observed. In other words, this approach assumes a “virtual particle having a size of sub-macro scale” and considers the mechanism that controls its behavior, despite knowing that it is obviously different from reality. The determination of whether or not the “sub-macro particle model” is an appropriate “surrogate model” of a “real large molecule group that appears to be a continuum” is made according to whether or not the parameter can be adjusted to match the real behavior when the model is averaged in an appropriate temporal-spatial range.

It may be noted that there is also a powerful simulation approach called the “particle method” which can be applied to various multi-physics simulations. The “virtual particle” in the particle method is a substitute for a fluid mass or the like on the macro scale, which is created in the form of a “particle model” with the same scale. While this eliminates the need to perform the averaging (coarse graining) operation, at the stage where humans examine the calculation result in order to understand the real physical behavior, it is thought that they do in fact mentally average the “movements of individual particles” in a certain temporal-spatial range and take a general overview of the collective behavior of the particles. For this reason, the author classifies the particle method in the category of approaches called “convergence from the virtual world to reality,” as in the case of the lattice gas method and the lattice Boltzmann method.

4. Aiming at realizing multiscale high-speed calculation (Proposal of a simplified model eliminating all real-number representations)

4.1 Operation with one lattice point and one bit width for sparse and dense lattices
4.1.1 Selecting the “lattice gas method” as the basic technique

Although the “lattice gas method,” “lattice Boltzmann method” and “particle method” are all used to calculate the behavior of a “virtual particle,” each approach has both merits and demerits from the viewpoint of calculation efficiency. This section focuses on the difference in “representation of physical quantities” which is handled when a time evolution calculation is
performed. In the particle method, there is no lattice that constrains the position of the virtual particle (meshless). This means the position of a virtual particle can take a free real value. In addition, the velocity of a virtual particle is also represented by a continuously changing real value. In the lattice Boltzmann method, the position of the virtual particle is constrained on a lattice point, and only a certain discretized finite number of values can be taken for its velocity. However, the distribution of the probabilities that virtual particles will take the respective velocities is represented by a real number, and this is used in the time evolution calculation. In the lattice gas method, as in the lattice Boltzmann method, the position of the virtual particle is constrained on a lattice point, and only a certain discretized finite number of values can be taken for its velocity. The difference between these methods is that the lattice gas method causes any of the results that may be produced according to the probability distribution to be produced, without performing a calculation of the probability distribution in the time evolution calculation, so expression by a real value is completely unnecessary.

As one method for drastically increasing the saving of storage capacity and shortening of computation time in a multiscale fluid analysis, eliminating any representation of real values would be very effective, as will be explained in section 4.2 below. Accordingly, the author considers “a model with no real-number representation that saves storage capacity and accelerates the time evolution calculation” to be the guiding principle for substantially accelerating the multiscale fluid analysis. Because the “virtual particle model” of the “lattice gas method” satisfies this condition, it was chosen as the starting point for the discussion.

There is also another approach which drastically increases storage capacity saving and shortening of computation time. That approach is to finely arrange the lattice points in regions where the diameter of the smallest vortex is small, such as the area surrounding the structure, and to coarsely arrange the lattice points in regions which are distant from the structure, where the diameter of the smallest vortex is large. While this approach makes it possible to reduce the total number of lattice points, it has the drawback that the calculation is generally more troublesome in unstructured lattices where the grid-point array is irregular in parts where the sparseness/density of the lattice point arrangement changes. Therefore, an approach of hierarchically arranging lattices that have a regular structure and differ only in sparseness/density is adopted. The “building-cube method (BCM)” is known as a typical approach of this type which is used in ordinary computational fluid dynamics (CFD).

Concerning the lattice gas method, Robert P. Bosch, Jr. had already devised a similar approach in 1993 in a dissertation entitled “A Multigrid Algorithm for Lattice Gases”. In Bosch’s lattice point arrangement method, a “heavy virtual particle capable of moving only a coarse grid point network” and a “light virtual particle capable of moving only a fine grid point network” are mutually converted on a lattice point located in a connection region where the coarse grid point network is linked with the fine grid point network. In this conversion, the mass and momentum of the “heavy virtual particle” must be equal to the sum of the masses and momenta of the multiple “light virtual particles” to be converted with it. However, the probability that a “heavy virtual particle” that satisfies this condition and multiple “light virtual particles” will simultaneously arrive at the same position is extremely low. Therefore, a generation and annihilation process for a virtual particle having a negative mass is introduced in the process of conversion between a “heavy virtual particle” and “light virtual particles” to ensure that the local conservation law for mass and momentum is satisfied at all times. The present paper assumes the use of this “multigrid algorithm.”

4.1.2 Outline of Lattice Gas Method/Four-Dimensional FCHC Model

This section explains a specific model of the lattice gas method. In lattice gas method fluid analysis, lattice points are regularly arranged in a space where a fluid is present, and many virtual particles, each having a certain mass and momentum, move while repeating ① “collision scattering” on lattice points and ② “translational movement” between lattice points. These states are averaged in order to determine the behavior of macro fluid physical quantities (e.g., density, momentum, velocity) (cf. Fig. 3). As long as a particle collision in which the mass and momentum of the virtual particles are conserved before and after the collision scattering in this process is assumed, the behavior will be quite similar to the fluid behavior under certain conditions in nature. However, unlike fluid molecules in nature, the velocities of virtual particles cannot take continuous values. Therefore, the macro behaviors derived by the lattice gas method will be slightly different from the fluid behavior derived by general computational fluid dynamics (CFD), which assumes a continuum fluid. A calculation method for dissolving this “slight difference” was devised by Christopher M. Teixeira in 1993, and the lattice gas method has now become a fluid analysis approach which also offers accuracy equivalent to CFD in theoretical terms.
Particularly in the case of Teixeira’s “lattice gas method/FCHC 54-velocity model”\(^{12}\), Teixeira’s dissertation indicates that if the calculation result is compared with the calculation result by CFD for an incompressible fluid, the former is theoretically consistent with the latter up to the third-order accuracy for Mach numbers. In this model, one lattice point can accommodate “up to 6 stationary particles, a total of 24 slow particles consisting of one particle each in 24 different directions, and a total of 24 fast particles consisting of one particle each in 24 different directions, making a grand total of up to 54 (= 6 + 24 + 24)” virtual particles. Any lattice point arrangement where virtual particles can exist maintains the isotropy of the stress tensor. Therefore, Teixeira adopts a “four-dimensional face-centered hypercubic lattice (FCHC lattice).” The following presents the main points of the model and simulation examples (cf. Figs. 4, 5 and 6).

[Reference] Main Points of Teixeira’s Lattice Gas Method/54-Velocity Model

(1) All virtual particles have the same mass \((m [kg])\).

(2) Each virtual particle moves in synchronization translationally on the lattice points of a “face-centered hypercubic (FCHC) lattice,” where \(l [m]\) is the smallest lattice point interval that exists in the four-dimensional space, at a certain time step interval \((\Delta t [s])\), and has a four-dimensional velocity \(C_\mu[m/s]\) (energy: \(E_\mu = (1/2) m (C_\mu) \cdot C_\mu [J]\), velocity direction: \(i\) which is necessary to realize that move.

The possible velocities of the virtual particle are as follows:

① Particles with 0 energy: number of particles that can exist \(d_0 = 6\).

\[C_\mu = (0,0,0,0) \text{ [m/sec]} \sim (\text{stationary particles})\]

② Particles with energy \(mc^2 [J]\): possible velocities \(d_1 = 24\) velocities

\[C_\mu = (\pm c, \pm c, 0, 0), (\pm c, 0, \pm c, 0), (0, \pm c, 0, \pm c), (0, 0, \pm c, \pm c), (0, \pm c, \pm c, 0), (\pm c, 0, 0, \pm c) \text{ [m/s]}\]

where, \(c \equiv l / \sqrt{\pi} \text{ [m/sec]}\)

③ Particles with energy \(2mc^2 [J]\): possible velocities \(d_2 = 24\) velocities

\[C_\mu = (\pm 2c, 0, 0, 0), (0, \pm 2c, 0, 0), (0, 0, \pm 2c, 0), (0, 0, 0, \pm 2c), (\pm c, \pm c, \pm c, \pm c) \text{ [m/s]}\]

(3) No more than two virtual particles with the same velocity can be present on the same lattice point at the same time.

(4) Interaction (collision scattering) between virtual particles occurs only on a lattice point, and the collision rule under which the sum of the mass, momentum and energy of the virtual particle is conserved is probabilistically applied before and after occurrence of collision scattering.

(5) The probability of transition between the states of existence of the virtual particles that can mutually transition by collision scattering is equal in both directions.
Example of lattice point composition when lattice gas method/54-velocity model is applied

A large number of lattice points are arranged in directions X, Y and Z in a three-dimensional space, and a rectangular grid-point array is created. It is assumed that each grid point has the freedom to identify the positions of \( R = 0, 1, 2, 3 \) as the four-dimensional coordinates inside it. The figure below illustrates this, and shows the appearance of a four-dimensional face-centered hypercubic lattice projected in a three-dimensional space. In the numerical simulation, for example, the lattice comprises 1024 lattice points arranged in the X direction, 192 lattice points in the Y direction and 384 lattice points in the Z direction as a three-dimensional degenerate lattice.

Example of conditions setting for transient change simulation

At time step 0, that is, at the start of the simulated calculation, arrange virtual particles numbering 20% of the maximum number of virtual particles that can be present at each lattice point in a random direction. As a result, the macro flow velocity that can be obtained through coarse graining will be 0, and the fluid is stationary in a cubic shape. Next, at time step 1, start injecting virtual particles having a velocity in the +X direction at the X = 0 position. Then, as time progresses, the entire fluid will have a macro velocity in the +X direction.

At that time, at a rectangular outlet that exists beyond the +X side, a boundary condition, under which the virtual particle arrangement on a lattice point immediately anterior to the outlet is copied to the virtual particle arrangement on a lattice point immediately posterior to the outlet, was approximately established, while in the ±Y and ±Z directions, a periodic boundary condition was adopted. An “infinitely long cylinder having a central axis in the Z direction” was placed in a position close to the inlet in this flow, and the fluid behavior occurring in the wake flow was calculated. Snapshot images are selected from the moving images of the transient changes in the momentum distribution coarsely grained on the cross section, and are represented.

Fig. 4  Simulation of transient changes of the wake flow of a cylinder \(^{14)}\)
[Example of lattice point composition when lattice gas method/54-velocity model is applied]

A large number of lattice points are arranged in directions X, Y and Z in a three-dimensional space, and a rectangular grid-point array is created. It is assumed that each grid point has the freedom to identify the positions of R = 0, 1, 2, 3 as the four-dimensional coordinates inside it. The figure below illustrates this, and shows the appearance of a four-dimensional face-centered hypercubic lattice projected in a three-dimensional space. In the numerical simulation, for example, the lattice comprises 1024 lattice points arranged in the X direction, 192 lattice points in the Y direction and 384 lattice points in the Z direction as a three-dimensional degenerate lattice.

[Example of conditions setting for transient change simulation]

At time step 0, that is, at the start of the simulated calculation, arrange virtual particles numbering 20% of the maximum number of virtual particles that can be present at each lattice point in a random direction. As a result, the macro flow velocity that can be obtained through coarse graining will be 0, and the fluid is stationary in a cubic shape. Next, at time step 1, start injecting virtual particles having a velocity in the +X direction at the X = 0 position. Then, as time progresses, the entire fluid will have a macro velocity in the +X direction. At that time, at a rectangular outlet that exists beyond the +X side, a boundary condition, under which the virtual particle arrangement on a lattice point immediately anterior to the outlet is copied to the virtual particle arrangement on a lattice point immediately posterior to the outlet, was approximately established, while in the ±Y and ±Z directions, a periodic boundary condition was adopted. An “infinitely long cylinder having a central axis in the Z direction” was placed in a position close to the inlet in this flow, and the fluid behavior occurring in the wake flow was calculated. Snapshot images are selected from the moving images of the transient changes in the momentum distribution coarsely grained on the cross section, and are represented.

The above figures concern the flow velocity on a plane formed by the flow direction and the cylinder axis, where the magnitude of the flow velocity is shown by the background color and the direction of the flow velocity is shown by the green arrows. A dead water region is present immediately behind the cylinder (indicated by the brown rectangle) on the left end (right side of the cylinder in the above figure).

If the moving images are observed, when a sufficient time has passed after the flow becomes a Karman vortex, regions of a low-velocity fluid (blue part) and a medium-velocity fluid (light-blue part) appear alternately in the cylinder axial direction and sway quite violently in that direction. Further downstream, the images display a state where a “part in which the downstream flows converge, accelerating the flow velocity” and a “part in which the flows spread, slowing the flow velocity” are arranged alternately in the cylinder axial direction, and temporal wavey undulation, while swinging the flow direction, was observed. This fluid behavior considered to have occurred due to a combination of streams called high-speed streak and low-speed streak, and the effect of a “vertical vortex with a rotational axis in the downstream direction.”

Fig. 5  Alternating vortex shedding from the cylinder boundary layer 15)

Fig. 6  Vertical vortexes generated in the wake flow of a cylinder 14)
4.2 Collective Calculation of 16384 Lattice Points with a Vector Core

If all the state quantities representing the state of virtual particles are discretized into a finite number to completely eliminate real-number representations, real number calculation in a time evolution calculation would become unnecessary. If a real computer is to memorize one real number, a 32-, 64- or 128-bit memory is required, depending on the accuracy. Therefore, in order to calculate the temporal change of one real number, it is essential to occupy a 32-, 64- or 128-bit width in the arithmetic circuit. By contrast, if the state quantities of virtual particles are discretized into a finite number for representation, the only requirement would be, for example, to allocate codes such as A, B, C and so on in ascending order to the values of the state quantities, and if the value of the state quantity is B, to memorize a one-bit value of B = 1 instead of memorizing the real value of B itself. If the value of the state quantity is not B, the computer will memorize B = 0. This will realize a substantial saving of storage capacity.

In addition, if two arriving particles having velocities D and E at a lattice point become two starting particles with velocities F and G (D + E ⇒ F + G) due to collision scattering, the two arriving particles with velocity D and velocity E have ceased to exist due to collision scattering, and they no longer have those velocities. Therefore, computation processes D = 1 ⇒ D = 0 and E = 1 ⇒ E = 0 will be performed. Similarly, because two starting particles having velocities F and G are generated through collision scattering, the computation processes F = 0 ⇒ F = 1 and G = 0 ⇒ G = 1 will also be performed. In any of these computation processes, the variables D, E, F and G can only take a value 1 or 0. Therefore, in the arithmetic circuit, it is only necessary to always occupy one-bit width. Accordingly, the decision made is to perform calculations of changes D, E, F, G, … at one lattice point constantly corresponding to a certain bit in the arithmetic circuit in sequence. This makes it possible to perform parallel time evolution operations collectively for the same number of lattice points as the number of bits that can be processed collectively using one arithmetic instruction.

The Tohoku University Cyberscience Center vector computer AOBÀ-A (SX-Aurora TSUBASA, manufactured by NEC), which the author uses, is capable of processing data of 64 bits/word × 256 words/instruction = 16384 bits/instruction per vector processor core by issuing one vector instruction. Therefore, a single vector processor core is capable of performing collective calculations for 16384 lattice points (the capacity of one CPU with 8 cores is 8 times larger).

In addition, as of 2013, it was confirmed that this collective calculation approach can process time evolution calculations for 100 billion lattice points using 64 nodes (512 CPUs, total main storage: approx. 8 TB) of the Earth Simulator (ES2 = SX-9) (18).

In some cases, it is also possible to achieve real-time calculation by using this calculation method. The author was responsible for the startup of operation of the supercomputer “K,” and conducted an analytical evaluation of an air-cooling wind field for supercomputer racks arranged in a computer room with an area of approximately 50 m × 60 m (17). The conclusion at that time was that a computer with approximately 10 teraflops (approximately one rack of supercomputer K) would be capable of performing real-time simulation of an air-cooling wind field for a large-scale computer if the division of lattice points is approximately 1,024 × 1,024 × 256 ≈ 260 million. There are also cases where real-time simulation is possible simply by the effect of 1 lattice point, 1 bit width operation, provided a certain level of resolution is acceptable.

4.3 Calculating Values for Any Turbulence with No Real Number Calculation

The lattice gas method has an important advantage from the viewpoint of stable calculation of violently changing flows such as turbulence. As described above, all real number representations can be eliminated in time evolution calculations by the lattice gas method, and in this case, no truncation error resulting from floating-point operation will occur. Therefore, arithmetic failure will not occur during the calculation, and it will be possible to stably continue to find some kind of calculation result, regardless of how violent the flow is.

Although turbulent states generally occur under a large Reynolds number condition, on the other hand, it has been confirmed that this method is capable of expressing not only positive fluid viscosity, but also negative fluid viscosity, as will be described in section 5.3 below. If these mechanisms for expressing viscosity are properly adjusted, it will be possible to simulate even a state with a very large Reynolds number by expressing the positive fluid viscosity of a value extremely close to zero. This method is also considered to be very advantageous for application to turbulence analysis from this viewpoint. For the idea of using “negative viscosity expression” with the lattice gas method for turbulence analysis, please refer to Rothman’s dissertation (19).

4.4 Many-Worlds Probability Bit Operation with a Quantum Computer

The collision scattering calculation in the lattice gas method is a calculation which converts a bit string representing the presence or absence of arriving particles having various velocities to a bit string representing the presence or absence of any
starting particle, as described in section 4.2. At this time, the bit string of the starting particle that becomes the output of collision scattering calculation can be generated in any bit string in a physical sense, as long as the sum of the mass and the momentum is conserved before and after the collision scattering. Therefore, multiple starting particle bit strings can generally be output for one arriving particle bit string. In individual calculations, the only requirement is to determine only one starting particle bit string, among the multiple possibilities, according to a certain probability. Such an arithmetic characteristic is simply the arithmetic property of a “gate-based quantum computer,” which uses quantum bits (qubits) \(^{19}\). In other words, in the world where quantum mechanics is applied, state change progresses concurrently in many-worlds, and a result of change in any one of the worlds is produced probabilistically at the instant it is observed.

Currently, research and development of quantum computers toward practical use is being pursued at major companies, universities, etc. around the world, and their open use has also begun. Although the author considers use of the “gate-based quantum computer” to be promising, the number of qubits that can be interconnected is still small due to the “quantum entanglement phenomenon.” However, IBM’s Q System \(^{19}\), which became famous in 2019, when Google demonstrated that a quantum computer could solve a problem in only 200 seconds, which would require 10000 years with the fastest supercomputer, also showed this performance even at 53 qubits. Moreover, the quantum computer also has good compatibility with qubit computation, which is specific to the lattice gas method; for example, “direct transition of the bit operation of the lattice gas method to qubit computation is easy (cf. Fig. 7)” and “the lattice gas method, which finds a physical quantity through a statistically average calculation, can ensure reliability within its own limitations, even though the error rate of the quantum computer is not zero.” Thus, the quantum computer is expected to have great potential for use in achieving low-power-consumption, massively parallel computing in the future.

**Fig. 7** Image of computation with gate-based quantum computer

**[Panoramic perspective] Focus on Brain-Inspired Computing**

Among the three cases described in section 2.1, the “ocean energy harvesting vessel” represents the most dynamic movement of the system itself under the influence of the natural environment. Even in such a situation, a human (for example, a master yachtsman) would manage to handle the ship properly in real time. Therefore, the author decided to search for hints in “brain-inspired computing,” like that which the human brain performs.

A third artificial intelligence (AI) boom has now arrived. Although the impetus for this boom was the success of deep learning, various studies of AI from diverse angles were conducted long before this boom, but we are still far from elucidating the essential mechanism of expression of the brain functions.

In the meantime, systems which are capable of expressing a property similar to the mechanism of expression of functions in an actual brain have been developed, even though the mechanisms are different, and some of those technologies have developed in scale to engineering applications and have been adopted widely in society. The following focuses on “fuzzy inference” and “multi-layer perceptron learning” as representative examples of those technologies.
5. AIMING AT REALIZING MULTI-PHYSICS COUPLING
(Proposal of Simplified Model for Intuiting Physical Behavior)

5.1 Same Calculations for Physics with Different Virtual Particle Pictures

The essence of fuzzy inference is not the fuzzy inference rule itself, but the rough “image model” that an expert in the field
draws in their head when deriving that rule. This “image model” is not the real, complex system which is subject of discussion.
It is a simple image model that is visual in many cases. However, an expert in the field would be able to derive the actual system
behavior intuitively and semi-quantitatively by imagining the behavior of this image model. In other words, the model becomes
a “surrogate model” that plays the role of “surrogation,” for example for a differential equation that drives time evolution
calculation. Therefore, the author considered that “being a simple image model which makes it possible to infer semi-
quantitatively the causality of physical behavior” should be the primary condition for an AI surrogate model.

In this paper, a “virtual particle picture” is adopted as a specific example of a “simple image model.” An image model for
“collision scattering” and “translational movement” of a virtual particle that is based on the lattice gas method is itself a general-
purpose “virtual particle picture,” and is adaptable to various physical phenomena. For example, assume the application of a
collision scattering rule which requires that any lattice point group in a certain region should be inverted regardless of the
direction of an arriving particle, so that the particle returns in the direction from which it came. Under this assumption, any
virtual particle in that region is static on a time average basis in macro terms, and thus can be interpreted as representing a fixed
solid region. This is the simplest example showing that the model can simulate both fluid and solid behaviors using the same
calculation.

5.2 Achieving Zero Delay Resulting from Coupling by Conducting Solid-Fluid Coupling Analysis

Now, let us consider moving the position of a lattice point, which is subject the collision scattering rule for expressing the
characteristics of the solid described above, according to the “magnitude and the direction of an ‘impulse’ applied to that point
by a virtual particle arriving from the surrounding area in the course of collision scattering.” If this is adjusted skillfully, it should
be possible to simulate even the deformation of an elastic body. In this way, multi-physics physical phenomena are interpreted
by a unified “single physics” of interaction between particles, and the time evolution calculation is performed using the same
calculation regardless of whether the substance is a fluid or solid. This should ensure that no essential delay will occur in
comparison with the calculation time in cases where the entire substance is a fluid.

Currently, the most successful approach for this kind of “virtual particle picture” seems to be the “particle method” 8. The
approach used in the particle method is to find a solution to how individual fluid masses move according to the lapse of time by
solving a motion equation for each fluid mass. Therefore, this method is also capable of simulating “major deformation of a
fluid” and “fragmentation of a fluid due to collision.” In other words, since the method models substances as an aggregate of
small masses, free handling of major changes in the motion or shape of a substances is possible. For this reason, the particle
method is extensively applied not only in fluid analysis, but also in structural analysis and solid analysis.

The essential reason why a fluid mass (virtual particle) can move freely in the “lattice method” is because it is a “meshless
solver” with no lattice to constrain the positions where virtual particles can exist. By contrast, in the “lattice gas method,” the
positions where virtual particles can exist are limited to regularly-arranged lattice points. However, this does not mean that the
movements of virtual particles are limited in the direction of the lattice axis. For example, in the case of “Teixeira’s 54-velocity
FCHC model,” virtual particles can protrude from each lattice point in 48 different directions, which allows quite large freedom
of movement. Thus, if there are successful cases of multi-physics simulation by the “particle method,” it thought that the benefits
of this method were achieved by direct application of that innovation.

5.3 Controlling Viscosity by the Probability of Entrainment in a Starting Particle Group

A virtual particle in fact represents an extremely large number of real molecules. An “arriving particle” and “starting particle”
before and after collision scattering is in fact particle groups consisting of many real molecules acting as a group. In the case of
a liquid, the density is not greatly different from that of a solid, and even gases will behave as an incompressible fluid if the
Mach number is sufficiently small. In other words, real molecules move while clustering very closely together, and would also
move to fill any vacant space that might be created. Expanding this image, it is possible to establish a “fuzzy inference” to the
effect that “If there is a virtual particle that starts to move in a certain direction in the previous collision scattering, it will be
drawn into the previous starting particle group, and the number of real molecules that are forcibly entrained in that direction
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will increase, even if virtual particle(s) attempt to fly out in another direction in this collision scattering.” This means that the probability that the starting particle in this collision scattering is synchronized with the direction of the starting particle in the previous collision scattering will increase. Based on many case studies, the author has confirmed that fluid viscosity can be controlled over a wide range by changing this “synchronous entrainment probability” 20) (cf. Fig. 8). In this type of control, care must be taken to ensure that conservation of momentum is maintained on a time average, and it is possible to express negative viscosity (including spontaneous generation of a vortex from a stationary fluid).

In fluidics for manufacturing, if Reynolds numbers ranging from a Reynolds number on the experimental and prototyping scale to a Reynolds number on the real machine scale can be continuously simulated, the reliability of prediction will increase, making it possible to perform engineering design with higher confidence. In this sense, the ability to provide a wide range of fluid viscosities by a simple method is an enormous advantage.

![Fig. 8 Viscosity control by changing the probability of synchronous entrainment operation](image)

5.4 Predicting Crack Propagation by Results of the Particle Method

Among the applications of the particle method, simulations are also conducted in dynamic elasticity analysis and crack propagation analysis 8). Since the small masses that constitute the substance of interest are separated, it is possible to simulate the growth of cracks. In examples of the particle method, it is considered that a particle of a substance will fracture when the von Mises stress (or strain) of the particle reaches the fracture stress (or fracture strain) due to stress concentration. Since stress distribution is no longer possible under this condition, the fractured particle will become the particles that form the crack face. Here, it is sufficient to employ ingenuity to realize a calculation method using the virtual particles of the lattice gas method. In real structures such as windmills, problems caused by the generation of cracks are a frequent occurrence. As this suggests, an analysis which also includes prediction of crack propagation in a fluid-solid coupling analysis would have major practical advantages.

---
6. AIMING AT REALIZING AN IMMEDIATE RESPONSE TO THE REAL WORLD
(Proposal of Simplified Model with Learning Computation)

6.1 No-Delay Learning with a Recurrent Neural Network

The “multi-layer perceptron (hierarchical neural network)” is the type of artificial neural network whose use in society has advanced most. This category also includes neural networks that are capable of performing “deep learning.” The learning function of the multi-layer perceptron is the “error back-propagation method,” which triggered the second AI boom, and its general theory and engineering applications were already established at that time.

With the lattice gas method, a macro physical property value can be obtained from the sum or statistical average of the masses and momenta possessed by virtual particles in its vicinity. Since the computation of this sum or average can also be represented by the computational structure of a multi-layer perceptron, the hierarchical structure of the neural network that computes the time evolution also contains a “multi-layer perceptron that outputs a macro physical property value.”

If a computed output value which is consistent with the measurement data is desired, the neural network traces back to the difference between the computed output value and the measurement target value, and corrects the weights of neurons located on that trace-back path according to the procedures of the above-mentioned “error back-propagation method.” By repeating this process, the computed output value can be made to approach the measurement target value, which is the teacher datum. In other words, if a computational structure for recurring the data from the second stage of the multi-layer perceptron to the first stage (recurrent neural network: RNN) is built, a means of “data assimilation” can be acquired automatically. For this reason, the author thinks that “being a model that can be replaced with the computational structure of a recurrent neural network having a learning function” is the second condition for an AI surrogate model.

Here, a new weight derived from the difference between the computed output value and the measurement target value at time “t” is reflected in the computation after time “t + Δt.” It should be noted that the network does not perform the computation by tracing back to the past. Therefore, in this method it is important that “feeding back measurement data to the simulation will not delay the original time evolution computation.”

6.2 Data Assimilation without Stopping Time Evolution Computation

If the method described in the preceding section is applied to a multi-layer perceptron that performs computations in the lattice gas method, data assimilation can be achieved without stopping the time evolution computation. The following shows that in this case all computations of the multi-layer perceptron structure can be performed within a range of very small integers without using real numbers.

First, the lattice points are arranged regularly in a physical space, and each lattice point is considered to contain a multi-layer perceptron (cf. Figs. 9 and 10). In the lattice gas method 54-velocity model, 6 particles are stationary particles and therefore cannot move. This means there can be “arriving particles” from a maximum of 48 (= 54 - 6) lattice points located in the vicinity. Information on their presence or absence at that time, for example, “1” if an arriving particle is present, “-1” if absent and “0” if unknown, is input in the input layer of the “multi-layer perceptron,” and a value (1, -1) calculated by a “sum-of-product threshold computation” of the neural network appears in the output layer. If this information is “1,” a starting particle from the respective lattice point is present, and if it is “-1,” a starting particle is not present.

The macro physical quantity to be observed at a certain location in space is calculated from the total sum of the masses, momenta and energies of the virtual particles in an appropriate vicinity around that location. Therefore, even with a neural network that performs this computation, only very small integers will appear.

Furthermore, if the lattice points where virtual particles can travel are all interconnected, the “entire flow field” can also be represented by the neural network, and a time evolution computation can be performed. In other words, any change in the “flow field” can be considered as the group behavior of the “virtual particles” travelling between a “space lattice containing a neural network (multi-layer perceptron)” and its lattice point (neuron) (cf. Fig. 11).

As described in the preceding section, if measurement data are obtained at several spatial positions in the real world, the “multi-layer perceptron” contained in neighboring lattice points of the respective positions will execute error back-propagation to make the computed output value consistent with the measurement data. At that time, it is assumed that the value of the “weight” by which the input data of the multi-layer perceptron is to be multiplied also can take only a value of “1, 0 or -1.” Learning is performed to adjust the probability of adoption of those weights. In short, rough adjustment is made by selecting an individual
weight from “1, 0 or -1,” and fine adjustment is achieved through adjustment of the probability of adoption of those weights. If this weight adjustment process is continued, the simulated data can be expected to become consistent with the measurement data to some extent, although this will also depend on the condition of change in the measurement data.

In Fig. 10, the input layer conveys an input value ±1 as-is to the intermediate layer, and the intermediate layer identifies the input bit string. For example, if a weight of +1 is set for the red line input and a weight of -1 is set for the purple line input on the top red neuron of the intermediate layer, a weight string consisting of purple (-1) → red (+1) → purple (-1) → red (+1) → red (+1) → purple (-1) is formed in that order from the top. At this time, the sum of products is the maximum value (6) only when the input bit string to the input layer coincides with this weight layer. The intermediate layer identifies this by converting the activating function of the intermediate layer neuron to a step function with a threshold of 6. The output of this neuron is connected only to neurons 1, 3 and 6, which are the neurons that should be activated in the output layer. In the neurons in the output layer, the input weights of the connected synapses are all set to +1, and the activating function is converted to a step function with a threshold of -1. As a result of this, if any one of the inputs becomes +1, the neuron will be activated (output = +1). In actual application, these layers must be stacked in multiple stages. Further, if the collision rule is to be probabilistically applied, the number of neurons in the input layer is increased and an input of ±1 is given randomly.
6.3 Robust Learning of Even Incomplete Real-World Measurement Data

Actual measurement information which is to be acquired from the real world normally cannot be acquired completely at all boundaries due to factors such as restrictions related to measurement system installation or the occurrence of failures, and thus may contain erroneous data.

The operation of a neural network generally involves repetition of weighted addition of a large number of input values and operation of their thresholds. Therefore, even if a datum that should serve as one input value of one neuron is lost or erroneous information is input, there is a high possibility that its impact will be eliminated in the course of the computational process. Since this type of robustness in a computational process is expected to have a certain effect in cases where the incompleteness of the actual measurement information occurs as temporal-spatial dispersion, this approach is suitable for real-world data processing.

[Panoramic Perspective] Departing from the Differential Equation Solution

The most important point when considering fluidics analysis in the real world is that “it is impossible to predict any future change in the boundary conditions in advance.” Since boundary conditions are subject to the effects of changes in the conditions outside the boundary (i.e., in the outside world), it goes without saying that such changes cannot be predicted in advance unless all environments, including the outside world, are simulated accurately. For this reason, regardless of how accurately the initial conditions conform to reality when a computation is started, it is impossible to continue forever to predict the future state in the real world with high accuracy without feeding back information about the outside world. With this as a major premise, if correspondence with the real world is a priority, the natural idea would be to depart from the conventional approach of “solving a differential equation as accurately as possible,” and substitute a time evolution computation by an AI-based approach, namely, “(having the system) simulate the functions of the human brain and perform prompt feedback correction based on rough, fast inferences and measurement information about the outside world.”
6.4 High-Speed Computation between Distributions of Dimensionally-Compressed State Quantities

When AI is mentioned, the first key phrase that comes to mind today is “deep learning.” Therefore, let us first consider the concept of the “AI surrogate model,” which applies “deep learning” based on ordinary computation fluid dynamics (CFD), and not the lattice gas method (cf. Fig. 12).

![Diagram of neural network and time evolution computation](image)

**Fig. 12 Information-compressed type time evolution computation**

To overcome the challenges of multiscale analysis, the first step is to perform a high-resolution time evolution computation based on the Navier-Stokes equation (NS equation), while utilizing the capability performance of a supercomputer to perform computations on an extremely large scale. This makes it possible to acquire very many sets of “detailed flow velocity space distributions at time t” and “detailed flow velocity space distributions at time t+\(\Delta t\),” even in a single computation. The next step is to dimensionally compress the flow velocity space distribution at each time acquired by this computation (huge three-dimensional array of three numeric values representing the respective components of the velocity vector) through deep learning, while utilizing the capability performance of the supercomputer to perform a very large number of parallel computations, provided they are of medium scale. By utilizing dimensional compression, the required storage capacity can be substantially reduced.

However, because the numerical value array obtained by dimensional compression is an array that is mechanically learned through computation by the neural network, a person seeing the numerical value distribution cannot understand its physical meaning by human intuition. The final step is to have the neural network learn a set of spatial distributions of flow velocities at the dimensionally-compressed times “t” and “t+\(\Delta t\).” Although the number of input/output datasets is huge, since they are dimensionally compressed, the scale of computation required to learn each dataset does not exceed the medium level.

As a result of the above, the time evolution computation method for the dimensionally-compressed spatial distribution of flow velocities was learned as a computation method of a neural network. This is one of the concepts of the “AI surrogate model,” which substitutes for the time evolution computation using the NS equation.

Incidentally, if a time evolution computation is performed using this “AI surrogate model,” the data obtained directly at the respective times will still be meaningless, dimensionally-compressed data. However, when we want to know the snapshots in the course of the time evolution computation, a physical, a meaningful spatial distribution of flow velocities can be restored at the original high-resolution level at any time by reverse computation of the dimensional compression.
The “information-compressed time evolution computation” described above can also be applied as-is to data obtained by the lattice gas method. This can be considered as a problem of recognition of multi-dimensional images in which one pixel is represented by 54-bit information and information compression. The computation method for time evolution between such information-compressed images leads to the possibility of executing a higher resolution analysis of fluid behavior at a higher speed. Even if the intuitive meaning of the computation method cannot be understood directly at that time, there would be no particular difficulties in the stage of real-time control, unlike the design stage, where trial-and-error study is required.

The need for immediate response to the real world arises during system operation. In this case, a compact independent computer that can be incorporated in the system at the site and can acquire measurement data or an IoT edge computer that can be connected to the Internet, without relying on a supercomputer or the like, would be a more ideal solution. Future AI research might discover an innovative algorithm that will surpass deep learning and have a large impact from both the engineering and social viewpoints. Moreover, a processor capable of executing AI algorithms at high speed might also be developed. In any case, I look forward to seeing the replacement of fluid computations with the computational structure of the neural network, as the results of the future AI research would be immediately applicable.

7. CONCLUSION

The usual approach to numerical simulations in fluidics analysis for manufacturing is to first set the differential equation that governs the physical phenomenon and then compute its time evolution. While this is the most reasonable and reliable approach, a simulation with much higher performance continues to be desired for application in the real world. To realize this dramatic improvement in performance, this paper has examined an “AI surrogate model” that would substitute for the differential equation by departing from the time-honored royal road of “differential equation solution,” and has introduced this as one possibility. Since a prosaic style of description was adopted in this paper, the gist of the argument may not be explained clearly in some parts. Finally, therefore, the outline of the paper is summarized as follows.
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